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Abstract—Rapid advancement in the computer industry has
sparked growing concerns about ethical aspects of computing.
In this position paper, we explore an overlooked area: ethical
dimensions of benchmarking practices in computer architecture.
The selection of benchmarks embeds underlying ethical values
into the final design. In light of this, we identify and discuss
various shortcomings in current benchmark practices, point out
their ethical implications, and make several proposals for how
the computer architecture field can address them.

I. INTRODUCTION

Recently, the field of computing has increasingly acknowl-
edged and investigated the societal impact and ethical impli-
cations of computer systems. For example, sustainability –
in terms of carbon emissions – is gaining traction in both
academia and industry [1]–[3]. At the level of applications
and algorithms, ethical considerations have also sparked a
wide range of research and discussion [4], [5]. However, we
identify a crucial area in the architecture community that has
not yet been considered from an ethical lens. Namely, the risk
that our selection of benchmarks is perpetuating biases and
inequalities. As the choice of benchmarks can significantly
influence design decisions, it is imperative that benchmarks
suites be ethically constructed. In this work, we explore the
ethical dimensions of benchmarking in computer architecture,
discuss several shortcomings in our current practices, and
provide proposals to address these deficits.

II. BENCHMARK PRACTICES

To guide our discussion, we start by looking at a related
field where ethical considerations have received much more
attention, namely AI. We discuss inadequate representation
and diversity, biases in datasets, and the overemphasis on
performance within benchmarks. We then shift our focus to
computer architecture. Additionally, we touch upon initiatives
within the AI field aimed at tackling these concerns.

A. AI Benchmark Concerns and Initiatives

Current benchmarks in AI present several challenges. A
significant concern is the lack of diversity in datasets and
models, particularly in Natural Language Processing (NLP)
tasks. Most benchmarks [6]–[11] and models [12]–[14] focus
on only a few languages [15] out of the over 6500 existing
today [16]. This limited scope overlooks the fundamental
differences between languages. The resulting models may be
fundamentally different and would need to be evaluated.

Moreover, biases are deeply ingrained in AI models and
datasets, reflecting the values and perspectives of their cre-
ators [17]. These biases are often not explicitly addressed
during the peer-review process or after publication. This was

highlighted by a recent analysis of highly-cited machine learn-
ing publications [18]. The prevailing values in these papers
prioritize generalization, efficiency, interpretability, and nov-
elty, with minimal consideration for ethics-related values like
bias elimination. This issue has gained prominence, in light
of representation concerns highlighted by Google’s Gemini
model [19].

Another prevalent concern with current AI models lies
in their predominant emphasis on performance metrics. The
pursuit of higher performance often correlates with the size
of models, given contemporary paradigms in deep learning
research. Achieving superior performance is heavily reliant
on access to extensive datasets and costly computational
resources. This trajectory appears increasingly unsustainable
from both economic and environmental perspectives [4], [20].

While ethical concerns persist in AI, significant strides have
been made to tackle them. There have been numerous publi-
cations proposing solutions like strategies to mitigate biases,
the establishment of accountability frameworks, and review
processes overseen by institutional review boards (IRB) [21],
[22]. Both public entities and private companies have is-
sued documents and guidelines outlining ethical standards for
AI [23]. For instance, the Conference on Neural Information
Processing Systems (NeurIPS) mandates authors to complete
a checklist on how their submission addresses the broader
societal impacts of their research [24].

B. Computer Architecture Benchmark Concerns

Issues in computer architecture benchmarks mirror those
found in the AI domain. In this section, we outline ethical
and inclusivity issues, including inadequate representation,
offensive content, biased workload prioritization, and grow-
ing complexity. Furthermore, we underscore the importance
of conducting thorough evaluations and fostering heightened
ethical awareness within the field.

Computer architecture benchmarks exhibit a lack of diverse
workloads, failing to encompass a wide range of real-world
applications and usage scenarios. For instance, mobile bench-
mark suites gather popular apps to represent common tasks
[25]–[28]. However, it is unclear if these apps reflect usage by
people from different cultural, age-diverse and socioeconomic
backgrounds. Studies have shown that mobile app usage varies
widely by country, influencing how often apps are used,
which ones are popular, and even how much users spend
on them [29]. For example, app users in Russia, Mexico,
China, and India demonstrate a higher propensity to invest in
apps, driven by the perception that paid apps offer superior
quality compared to users in Canada, Australia, Germany,



and the United Kingdom. Additionally, benchmarks often
overlook the possibility of unreliable internet connections,
which are common in many regions. They abstract the network
component, replacing it with local data [26], [27]. Local data
more closely mimics a reliable, high-speed internet connection
which is more likely to be the case in developed economies.

Furthermore, the presence of offensive or controversial con-
tent within benchmarks raises ethical and inclusivity concerns.
This is evident with the Lenna picture and its extensive usage
in image processing research [30]. It has faced criticism due
to its problematic origin and objectification of the model.
This example has raised concerns about the appropriateness
of using such images for evaluation purposes in the modern
context of inclusivity and respect. The use of such images also
results in the alienation of women from the field. As is noted
on the Journal of Modern Optics, “(w)hatever its merits, the
Lenna image’s origin is incompatible with our community’s
sincere attempts to encourage diversity and respect in Science
and Technology” [31].

Another significant challenge is the tendency of computer
architecture benchmarks to prioritize workloads relevant to
engineers, neglecting the diverse needs of other fields. For
instance, supercomputers are often evaluated using numerical
linear algebra-based benchmarks [32], [33], which may not
reflect the real-world requirements of non-engineering applica-
tions. This approach inadvertently undervalues advancements
in areas outside traditional engineering domains.

Moreover, benchmarks have grown substantially in size and
complexity over time. For example, the SPEC CPU 2017 suite
has doubled in code size compared to its 2006 counterpart,
leading to longer execution times and impracticality in using
the entire suite [34], [35]. This growth in size often emphasizes
compute-heavy benchmarks while overlooking crucial factors
like energy efficiency and sustainability. Although specialized
suites like SERT [36] from SPEC focus on energy efficiency,
there is a pressing need to integrate such considerations into
widely used benchmarks like SPEC CPU to ensure a more
comprehensive evaluation of computer architecture designs.

While efforts have been made in the AI domain to tackle
ethical issues, the same level of attention has not been given
to addressing these concerns in computer architecture. It is
essential to start similar endeavors within computer architec-
ture research to effectively handle biases and improve ethical
considerations in benchmarking practices.

III. PROPOSALS

In this section, we make some proposals to address the
issues we highlight previously.

Proposal 1: Technical and ethical evaluations. It is crucial
to go beyond traditional metrics like performance and energy
efficiency and consider metrics that assess cost-effectiveness,
sustainability, and accessibility. Similarly, addressing biases
in benchmarks is crucial for developing a comprehensive
evaluation framework. Guidelines must be established for
researchers to adhere to during benchmark creation and eval-
uation. Implementing bias mitigation strategies, (e.g., pre-

processing methods that entail identifying and rectifying bi-
ases in the data prior to model training [37]), can empower
researchers to make informed decisions about benchmark suite
development. For instance, when designing a benchmark with
facial recognition workloads, researchers following diversity
guidelines can ensure the representation of all skin tones [38].

Proposal 2: Foster diversity in benchmarks. Future
benchmarks and research should prioritize creating diverse
datasets across multiple dimensions. This diversity should span
languages, cultures, and perspectives [39]. By including a
broader range of user groups, benchmarks become more inclu-
sive and representative. Additionally, incorporating workloads
from various scientific disciplines into benchmark suites is also
essential. Diverse datasets not only promote understanding
of different linguistic and cultural contexts but also enhance
the relevance and impact of benchmarks. Furthermore, the
integration of more diverse benchmarks may lead to significant
variations in resultant hardware designs.

Proposal 3: Multi-disciplinary research is necessary.
Recognizing the limitations of our expertise, it is crucial to
engage with diverse fields to encourage idea exchange and
develop innovative approaches to benchmark development. In
AI, audits involving ethicists, domain experts, and diverse
stakeholders lead to independent reviews that enhance the
evaluation of the ethical implications of algorithms [21]. A
comparable approach should be adopted in computer architec-
ture to create ethical frameworks that researchers can follow.

Proposal 4: Study the influence of sponsorships. While
industry sponsorships are commonly acknowledged in publi-
cations, there has been limited investigation into their potential
impact on benchmark selection and usage. Studying sponsor-
ship would explore whether certain benchmarks favoured by
industry receive disproportionate attention. One consequence
of this trend could be the neglect of other benchmarks
that might provide a broader representation of various usage
scenarios. By analyzing patterns in benchmark creation and
utilization, researchers can evaluate the extent to which indus-
try interests guide research agendas in computer architecture.
Such scrutiny would promote increased transparency and ac-
countability within research practices.

IV. CONCLUSION

The computer architecture community faces significant eth-
ical challenges that demand proactive and interdisciplinary
solutions. We need to recognize the scope of our capabilities
in resolving ethical concerns and extend our efforts across
disciplinary lines to address them effectively. It is crucial
to recognize that the value of our work is inherently in-
tertwined with ethical considerations. As Ben Green notes,
“broad cultural conceptions of science as neutral entrench
the perspectives of dominant social groups, who are the
only ones entitled to legitimate claims of neutrality” [40].
Therefore, embracing diversity, equity, and inclusion in our
benchmarking practices is not only a technical imperative but
also an ethical imperative that shapes the future trajectory of
computer architecture research and development.
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